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A New Extragradient Method for Variational Inequalities

PENG Jian-wen
College of Mathematics and Computer Science Chongqing Normal University Chongging 400047 China

Abstract In this paper we introduce a new approximation scheme based on the extragradient method and viscosity method
for finding a common element of the set of solutions of the set of fixed points of a nonexpansive mapping and the set of the
variational inequality for a monotone Lipschitz continuous mapping. We obtain a strong convergence theorem for the se-
quences generated by these processes in Hilbert spaces as follows Let C be a nonempty closed convex subset of a real Hilbert
space H. Let A be a monotone and k-Lipschitz continuous mapping of C into H. Let S be a nonexpansive mapping of C into
H such that Fix S NVI C A #(& where Fix S and VI C A respectively denote the set of fixed point of S and the
solution set of a variational inequality. Let f be a contraction of H into itself and x, and 7y, be sequences generated by
x, =xeC

Y. =P; x, —y,Ax, for everyn=1 2 where y, «, and B, are sequences

Y=o f %, +Bx, + 1-a, =B, SPc x,~y,Ay,

nn

n

of numbers satisfying lima, =0 and 2 wila

n—oe

, =0 1 >lim iupﬁ" = lim oicnf,B" > 0 and lirgyn =0. Then x, and v,
converge strongly to w =P, s 1y ¢4 f w . The results in this paper improves some well-known results in the literature.
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1 Introduction

Let H be a real Hilbert space with inner product - -  and induced norm | - | and let C be a nonempty
closed convex subset of H and let P.: H—C be the metric projection of H onto C.
A mapping A of C into H is called monotone if
Ax —Ay x —y =0
for all x ¥ € C. A mapping A of C into H is called a-inverse strongly monotone if there exists a positive real
number « such that
x -y Ax - Ay = a|Ax - Ay |’
forallx ¥y € C. A mapping A :C — H is called k-Lipschitz-continuous if there exists a positive real number k
such that
J A —Ay | <klx-y]
for all x y € C. It is easy to see that the class of a-inverse-strongly-monotone mappings does not contain some
important classes of mappings even in a finite-dimensional case. For example if the matrix in the
corresponding linear complementarity problem is positively semidefinite but not positively definite then the
mapping A will be monotone and Lipschitz-continuous but not a-inverse-strongly-monotone.

Let the mapping A :C — H be monotone and k-Lipschitz-continuous. The variational inequality problem is
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to find a x € C such that
Ax y —x =0 1
for all y € C. The set of solutions of the variational inequality problem is denoted by VI C A .

Recall that a mapping S of a closed convex subset C of H is nonexpansive if there holds that || Sx - Sy || <
|x —y| forallx y € C. We denote the set of fixed points of S by Fix S .

It is known ' that F S is closed convex but possibly empty. There are some methods for approximation
of fixed points of a nonexpansive mapping. In 2000 Moudafi > introduced the viscosity approximation method
for nonexpansive mappings see 3 for further developments in both Hilbert and Banach spaces . Let f be a
contraction on H. Starting with an arbitrary initial x, € H define a sequence x, recursively by
= 1l-0, Tx, +0,f x, n=0 2

X

n+l
where o, is a sequence in 0 1 . It is proved > that under certain appropriate conditions imposed on
o, thesequence x, generated by 2 strongly converges to the unique solution x* in C of the variational
inequality
I-fx" x-x" =0xeC 3
Takahashi and Toyoda * introduced the following iterative scheme for finding a common element of the set
of solution of problem 1 and the set of fixed points of a nonexpansive mapping for an a-inverse strongly
monotone mapping in a Hilbert space. Starting with an arbitrary x;, € H define a sequence x, by

=ox, + 1 -a, SP, x, —A,Ax, VYneN 4

It is proved * that under certain appropriate conditions imposed on @, and A, the sequence «x

X

n+l

n

generated by 4 weakly converges to the unique solution x* in Fix S N VI C A .
On the other hand for solving the variational inequality problem in the finite-dimensional Euclidean R"

Korpelevich ° introduced the following so-called extragradient method

% =x e C
Yn = P(J xn, - )‘Axn 5
Xnel = PC X, ~ AAyn

foreveryn =0 1 2 where A € 0 % . He showed that if VI C A is nonempty then the sequences

x, and y, generated by 5 converge to the same point z € VI C A . The idea of the extragradient
iterative process introduced by Korpelevich was successfully generalized and extended not only in Euclidean
but also in Hilbert and Banach spaces see e.g. the recent papers of He Yang and Yuan °  Garciga Otero
and Tuzem ' Solodov and Svaiter*  Solodov’ . Moreover Zeng and Yao ' and Nadezhkina and
Takahashi "' introduced iterative processes based on the extragradient method for finding the common element
of the set of fixed points of nonexpansive mappings and the set of solutions of variational inequality problem for
a monotone Lipschitz continuous mapping. Yao and Yao > introduced an iterative process based on the
extragradient method for finding the common element of the set of fixed points of nonexpansive mappings and
the set of solutions of variational inequality problem for an a-inverse strongly monotone mapping.

In the present paper we introduce a new viscosity approximation scheme based on the extragradient
method for finding a common element of the set of fixed points of a nonexpansive mapping and the set of the
variational inequality for a monotone Lipschitz continuous mapping. We obtain a strong convergence theorem
for the sequences generated by these processes. The results in this paper improve some well-known results in

the literature.

2 Preliminaries

Let H be a real Hilbert space with inner product - - and norm |- | . Let C be a nonempty closed
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convex subset of H. Let symbols — and—denote strong and weak convergence respectively. In a real Hilbert
space H it is well known that
IAv+ 1A yl® =Alal?+ 1=A [yl -A1-a [y’
forallx y e Hand A € 01
For any x € H there exists a unique nearest point in C denoted by P, x  such that |x - P, x | <
|x — | forall y € C. The mapping P, is called the metric projection of H onto C. We know that P, is a
nonexpansive mapping from H onto C. It is also known that P, x e C and
x-P.,x P.x -y =0 6
forallx € Hand y € C.
It is easy to see that 6 is equivalent to
o=y 2= Jx-Pox |7+ ly=-Pex |’ 7
forallx € Hand y € C.
Let A be a monotone mapping of C into H. In the context of the variational inequality problem the
characterization of projection 6 implies the following
ueVl CA =u=P, u-Au A >0
and u=P, u-Au forsome A >0=u eVl CA
It is also known that H satisfies the Opial’s condition ° i.e. for any sequence x, C H with x,—x

the inequality lim inf || x, — x| < liminf ||x, —y | holds for every y € H with x # y.

A set-valued mapping T :H — 2" is called monotone if for all x y € H f e Tx and g € Ty imply

x -y f-g =0. A monotone mapping T:H—2"is maximal if its graph G T of T is not properly contained
in the graph of any other monotone mapping. It is known that a monotone mapping 7T is maximal if and only if
for x f eHxH x-y f-g =0forevery y g € G T implies f € Tx. Let A be a monotone
k-Lipschitz continuous mapping of C into H and let N.v be normal cone to Catv e C i.e. Nw = we H:

v-uw =0 Vue C . Define
Ty = {AU+NCU ifvecdC
g ifveC
Then T is maximal monotone and 0 € Tv if and only ifv € VI C A

14

We will use the following results in the sequel.

15-16
1

Lemma Assume that «, 1is a sequence of nonnegative real numbers such that «,,, <

n

1 -v, a, +5, where y, is a sequence in 0 1 and §, 1is a sequence such that 1 z il‘}’n = 2

< © Then lime, =0.

n—o

lim sup 511/»)/,1 <0 or Z w:l ‘5,1

Lemma 2 In a real Hilbert space H there holds the following inequality ||[x + vy | < |« +
2 yx+y forallx y € H.

Lemma3 " Let x, and w, be bounded sequences in a Banach space let B, be a sequence of

n

real numbers such that 0 < lim inf8, < limsupB, <1foralln =01 2 Suppose thatx,,, = 1 -8, w, +
Bn,xn fOI' all n = 0 1 2 and hm Sup || wn+l - wn, || - || xn+l - xn || = O Then hm || wn - xn || = 0

3 Strong convergence theorems

In this section we show a strong convergence of an iterative algorithm based on both viscosity
approximation method and extragradient method which solves the problem of finding a common element of the
set of fixed points of a nonexpansive mapping and the set of the variational inequality for a monotone Lipschitz

continuous mapping in a Hilbert space.
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Theorem 1 Let C be a nonempty closed convex subset of a real Hilbert space H. Let A be a monotone
and k-Lipschitz continuous mapping of C into H. Let S be a nonexpansive mapping of C into H such that
Fix S NVI CA # . Letfbe acontraction of H into itself and x, and y, be sequences generated by

% =xeC
Yo = Pe x, =y, Ax,
Y =of %, +Bx, + 1 -a, =B, SP; x, —y,Ay,

for everyn =1 2 where v, «, and B, are sequences of numbers satisfying the conditions

n

Cl limg, =0 and z wzlan =

n— o

C2 1 >limsupB, =liminfg, >0
C3 limy, =0.

n—o

Then x, and y, converge stronglytow = Py s npycat w -

n

Proof Let2 = Fix S NVI C A . We show that P, f is a contraction of C into itself. In fact there
existsa € 01 suchthat |[fx —fy || <a|x-y] forallx y € C. So we have
I Paf v ~Pofy | < Ifx ~fy | <alx-y]
for all x ¥y € C. Since H is complete there exists a unique element u, € C such that u, = P, f u,
Lett¢, = P, x, —vy,Ay, foreveryn =1 2 andu € 2. Thenu =P, u—-vy, A u . From 7 the

monotonicity of A andu € VI C A we have

2 2 2
le, —uwll™ < % —vAy, —ull” = llx, =yAy, =, |

2 2
|| xﬂ —u || - || x/l - t" || + 2’y/l Ay/l u - t/l =
Foo, —wl® = o, =6, | * +2y, Ay, —Auwuw-y, + Awu-y, + Ay, y, -1, <
2 2
|| x’l - u || - || x” - t". || + 2’)/11 Ayn yn - tll || S
2 2 2
|| x/l —u || - || x” - y" || - 2 x/l - y” y” - t/l - || y/l - t/L || + 27/) Ayﬂ yﬂ - tﬂ =
2 2 2
|| xn - u || - || xn - y" || - || yn - t" || + 2 x" - ’ynAyn - yn t” - y"
Further sincey, = P, x, — y,Ax, and A is k-Lipschita-continuous we have
X =Y AV Y b=y = A v AN, Y b my v AN, —y Ay L -y, S

YAx, =y Ay, t, =y, <v.klx, =y, | It, =y |

2 2 2 2
So we have [lt, —ul” < flx, —ul” = llx, =y, 7= Nyw =6, 17 + 2y kMl =y I 12, =y I <
2 2 2 272 2 2
la, —wll™ = e =y 7 = My =t 17+ e =y 17+ M6 =y I =
2 2,2 2 2
lo, —ul "+ y, k=1 Jlx, =y, |" < llx, —u] 8
Put My = max | x, —u| i |f w —u]| . Itisobvious that ||x, —u| < M,. Suppose ||z, —u]| <

M,. Then from 8 andx,, =af x, +Bx, + 1 -a, -8, St, we have u = Su and

n'n

[ —ull = llaf %, +Bx, + 1 -a =B, S -u| <

a lf v, ~Sfu |l +ellfw —ul +B, % -uwll + 1 -a =B, [IS, -ul <
aallx, —ul +o, fu —uwll +B, %, ~ul + 1 -a, =B, [[S, -ull <
aallx, —ul +o, fu —uwll +B, %, ~ul + 1 -a, =B, |[t,-u]| <
aallx, —ul +o, lf v —uwl +B, %, —ul + 1T -a, =B, [x -ul =
Ju —u -

l -a a, | —a + 1-1-aaqa | -uv|]| < l-aoM+ 1-1-aa M, =M, 9
for everyn =1 2 Therefore  x, is bounded. From 8  we also obtain that ¢, are bounded.

Fromy, = P, x, — y,Ax, and the monotonicity and the Lipschitz continuity of A we have
||yn_u||2 = ||PC xrz_y:zszz _PC u_’)/nAu ||2$ ||xn_7nAxn_ u_’YHAu “2 =

2 2 2
|| X, —u || - 27!1 Axn - ALL X, —u + Y ” AZ)C” - Au || =
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2 272 2 272 2
[, —wll™ +yh o, —wll” = 1+yk" fla, —ul]
is bounded. It follows from the Lipschitz continuity of A that Ax, Ay, are

Hence we obtain that vy,
we know that f x, and St, are also bounded. From the

bounded. Since f and S are nonexpansive

definition of ¢, we get

|| tn+l - tn || = || PC Xpe1 — 7n+1A:yn+l - PC X, — YnAyn || = || Xpe1 — 711+1Ayn+1 - X, ~ YnAyn ” =
|| Xpe1 — ’Yn+1Axn+l Xp — ’)/11+1Axn + ’Yn+l Axlz+l - Ayll+l - Axn + 'y,szn || =
|| Xps1 — Xy || + Yn+l || Axn+l - Axn || + Yn+l || Axn+l - Ay11+l - Axn || + Yn || Ayn || =
|| Xnel — Xy || + k7n+l || Xnel — Xy || + ’Yn-%-l || Axn+l - Ayn+l - A‘xn || + ’YH || Ayn || =
|| xn+l - xu || + ’y’H»l + An Ml 10
where M, is an approximate constant such that
Ml = SﬂgP k || Xpp1 — X, || + || Aan - Aynﬂ - Axn || + || Ayn ||
Define a sequence wv, such that X, =Bx,+ 1 -8, v, Yn=1
X - X X - X
Then we haVe v, -V, = n+2 Bn+l n+l _ n+l ntn o _
1 - Bn+l 1 - Bn
OLn+l]€ Xl + 1 — 0y _Bn+l Stn+l _ anf Xn + 1 - Q, _Bn Stn —
1 - Bn+l 1 - Bn
Ay . o, o, Ay
— - +S8t,,, = St, + St, - St 11
1 _B,H,lf X1 1 _an X n+l n 1 _Bn n 1 _Bn+1 n+l
From 10 and 11 we have lv,e =0, Il = %0 — %, || <
Qg o, <=
1 _ﬁ ||f X+l || + || Stll+l || + 1 _B ||f Xy || + || Stn || + || Stu+l - Stn || - || Xnel — Xy || =
n+l n
o a
L L R RN _"'3 Ifa, I+ 1St + [t =l = % -2 Il <
n

1 - Bn+l

a”l : an, .
ﬁ I/ % I+ 1St |l +1 vy Ifox, |+ ISt |+ vy +v. M,

It follows from Cl1 ~ C3 that limsup [|v,,; =0, || = || %ps1 — %, |

= 0. Consequently

<0

Hence by Lemma 3  we have lim || v, — «x, ||

n—o

hm || Xps1 — xn || = }123 1 _Bn || Un - xn || = O

Since x,,, = a,f %, +B,x,
la, =St | < Nwp =2 1+ T2 =S50 < o -2 |+ llf x,
e =St 0 < 2g Nown=s va,lf 5 =Sl
It follows from C1 and C2 that I}LIE lx, =St, || =0.

+Bx, + 1 —a, -8, St, foru e £ it follows from 8 that

+ 1 -, =B, St, we have
=St || +B, [, =St |

and thus

Since x = a,f x,

2 2
|| x’b+l - u || = || a’f x” + B”xn + 1 - a’b - B’l St” - u || S
a, | fx, —ul®+B, lx, —ul’+ 1 -a -B, |5, -u|’<
- ul <

a lfx, —uwl®+B, la, ~ul®+ 1-a -8, |t

Fo, —wll” + 58 =1 Jlx, -y, ° <

«, ||f Xy _u||2+Bn || xn_u||2+ l_an_Bn
2 2 272 2
alfx —uwl”+ 1-a |x-ul"+ 1T-a -8 vy k-1 |x -yl

from which it follows that

12

2
[, =y, " <

a, g 2 2
g Wow —ull” = e, —uf” +
l_aﬂ/_ﬁ’l l_y’lk ! "
1 2
lo, —uwll® = o, —ul® <

- Bﬂ 1 - ’)/Vlzkz

1l -«

n
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o

s el LR R PARTA LA
1
el DA S PRI R DR 13
It follows from Cl1 ~ C3 and | x,,, —«, | —O0 that ||x, -y, | —0.

By the same argument as in 8  we also have
2

2y ke, =y e =y <

2

2 2 2
i IS A T el S 7 Il A
2

It

n
272 2
ty kR =y =
2
I

o, =wll® = W, =y 7 =y =6 17+ 2, =l
lo, —ull”> + 28 =1 |y, —t,
Combining the above inequality and 12 we have
—ult<e llfw, —ul?+B e, mult+ T, =B, i, —ull” S
a lfx, —uwl®+B e, ~ul’+ 1-a =B, lx -ull”+ '8 -1 |y, -¢t,|" <
2

|| xn+l

2 2 2712
a, |fx, —ul”+ 1-a [x-ul|"+ L-a -8 v,k -1 |y -t/

and thus IEEA R
«, ) )
l_a —ﬁbl—'yzkz ||fxn _u” _||xn_u” +
1 ) )
1_01 _B ]_,kaZ ”xn_u” _”xm-l_u” =
o, N )
l_a _B 1_72k2 ||fxn _LL” _”xn_u” +
1
m || xn -u || - ” x"*] —u || || xn+l - xn ||
n n
which implies that | ¢, —y, | —0.
From || xn - tn || = || xn, - yn || + || yn - tn ” we alSO have || x,, - t,, || — 0 AS A iS k-LipSChitZ

continuous we have | Ay, — Az, | — 0.
Since

ISy, =y, I < ISy, =St Il + [1St, =, | + [, =y | < Myw =t |+ 1S =2, 01 + % =,

It follows that lim || Sy, — v, ] =0.
Next we show that lim sup f uw, -u, v, —u, <O whereu, = P,f u, . To show this inequality we

can choose a subsequence x, of x, such that

lim fuy, —uwy x, —uy =limsup fuy, —uy x

n— o n—o

n T U
Since «x, is bounded there exists a subsequence X, of x, which coverges weakly to w. Without
loss of generality we can assume that «x, —w. From | x, — x, || — 0 we obtain that x, —w. From
| x, =y, | >0 we also obtain that y, —w. From [ x, -, | —0 we also obtain that {, ~w. Since x, C
C and C is closed and convex we obtain w e C.
We show that w € £2. By similar argument with that in the proof of Theorem 1 in 11 it is easy to see
thatw e VI C A .
We next show that w € Fix S . Assume w ¢ Fix S . Since y, —w and w # Sw from the Opial condition
we have
lim inf |y, —w| <liminf{y, —Sw]| = liminf{y, -3y, +8y, -Sw| <
lim inf ||y, = Sy,, | + ISy, = Sw | < lim inf | Sy, = Sw | < lim inf [y, — ]
which is a contradiction. So we get w € Fix S . This implies w € (2. Therefore we have

limsup fu, —uyx, —uy, =lim fu -wuyx, —uy = fu —-u w-uy <0 14

n;
n—o n—o J
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Finally we show that x, — u, where u, = P,f u,
From Lemma 2 we have
2 2
|| xn+l - u’O || = || an f xn - U’O +Bn xn - u’O + 1 - an _Bu Stn - U’O || =
2
||Bn xn - u() + 1 - an _Bn Stn - u() || + 2an f xn - u’O xn+1 - u() =
1 - «, _Bn || Sln - uO || : +Bn || xn - u() ” ? + 2an f xn - uO xn+l - u() =
2 2 .
-, =B, IS, —u ll” +B, I, —uo ||~ +2, fx, —fuy %0 —uy +20, fuy —uy %,y —u <
2 2
1 - au _Bn || tu - U’O || +18n || xn - uO ” + Zana || x/l - U’O || || xn+l - uO || +2au f U‘O - u’O xu+1 - uO =
2 2 2
1 - Q, || xn - u’() || + ana || xn - u() || + || xn+| - u() || + 2an f u() - u() xn+1 - u()
and thus
2 an 2 n -
[ %0 —u || "< 1= 1 - [ %, —uo ||~ + 1 —a 2wy - 2uy %, — U 15
n n
It follows from Lemma 1 14 and 15 that lim || x, —u, || = 0. From |y, —x,| — 0 we have
now

¥, — uy. The proof is now complete.
Corollary 1

Let C be a nonempty closed convex subset of a real Hilbert space H. Let A be a monotone

and k-Lipschitz continuous mapping of C into H. Let S be a nonexpansive mapping of C into H such that

Fix S NVI CA # . Let

v, be an arbitrary point in C
% =xeC
Yn = PC Xp — ’y:zAxn
X1 = Q0 +anu + 1 -Qa, T
for everyn =1 2 where vy, @, and B,
Cl lima, =0 and 2 L, =@

C2 1 > limsupB, =liminfg, >0

x, and y, be sequences generated by

Bu SPL Xy — YHAyn

are sequences of numbers satisfying the conditions

3 }iri"’" = 0.
Then x, and y, converge strongly tow = P s qvca Vo
Proof Letf x = v, forallx € C by Theorem 1 we obtain the desired result.
Remark 1 Since the a-inverse strongly monotonicity

Lipschitz continuity of A. Theorem 1 and Corollary 1 improve Theorem 3.1 in 4

of A has been weakened by the monotonicity and
and Theorem 3.1 in 12

2 Theorem 1 and Corollary 1 improve Theorem 3.1 in 10 by removeing the condition that lim || x,,, —x, || —0.

3 Theorem 1 and Corollary 1 improve and extend Theorem 3.1 in 4

weak convergence to strong convergence.
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