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Abstract: By algorithmic and theoretical purposes, we often need characterize the whole solution set to a vector optimization
problem via scalarization. Because the linear scalarization method often need the generalize convexity assumptions in vector
optimization. If without any convexity assumption, we should provide an alternative method by some nonlinear scalarization
function . Among the various scalarization techniques, the most widely used two nonlinear functions is A function
introduced by Hiriart-Urruty and Gerstewitz function introduced by Tammer et al. In recent years, the research of nonlinear

scalarization method has become a research focus. Recently, Gutiérez et al. proposed a new type of efficiency based on
co-radiant set which called (C, ) -efficient solution in vector optimization and gave a necessary condition by the

Gerstewitz function. This new notion of efficiency unifies some well-known concepts introduced previously in the literature.
In this paper, we establish a new necessary condition via the A function for weakly (C, &) -efficient solution. This can be

used to obtain the (C, ¢) -efficient solution set by solving the scalar optimization.
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In recent years, approximate solutions have been playing an important role in vector optimization. One
of the most reasons is that approximate solutions can be obtained by using iterative algorithms or heuristic
methods. Until now, there are several concepts of approximate solutions. The first one of them is
& -efficiency introduced by Kutateladze ™, and the notion has been used to obtain variational principles,
approximate Kuhn-Tucker type conditions, approximate duality theorems, etc. Then, several authors have

[2-5]

proposed other ¢ -efficiency concepts “™. In [6-7], Guti&rez et al. proposed a new type of efficiency

based on co-radiant set which called (C, &) -efficient solution in vector optimization. This new notion of

efficiency unifies some well-known concepts introduced previously in the literature by Kutateladze ™,

White &, Helbig ¥, Németh [ and Tanaka . Moreover, Gao et al. proposed a new properly approximate

efficient solution based on the (C, &) -efficient solution in [8].

Two kinds of nonlinear scalarization functions and their properties are introduced by Zaffaroni [,

Gepfert et al. ®, [12]

Tammer ™ and  Hiriart-Urruty ™. In addition, many results via these nonlinear

functions have been obtained for approximate solutions. Particularly, In [6], Guti&rez et al. gave a
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necessary conditions by the nonlinear function introduced by Hiriart-Urruty and a sufficient condition by
using a new class of monotone functionals.

Motivated by the works in [6,7,9], we characterize the new (C, &) -efficient solution by the nonlinear
scalarization function studied by Zaffaroni in [9], establish a new necessary condition for weakly
(C, &) -efficient solution.

2 Preliminaries

Throughout this paper, we assume that X and Y be two real topological linear spaces. For a set
AcCY , we denote the topological interior, the topological closure, the boundary and the complement of
A by intA,clA,bdA and Y\A, respectively. The cone generated by A is defined as

coneA= UJ oA We say that A is a co-radiant set if A satisfies aod € A for every d e A, a >1.

a>0

Moreover, we say that A is pointed if Aﬂ(—A)c{O}, is solid if iInt A=, is proper if A is

@# A=Y .Let CcY be aproper solid pointed co-radiant set and define

C(g)=¢C,Ve>0,C(0)= UC(e).

&0
Lemma 1®7 Assume C be a solid convex set. Then
(i) C(0)+C(e) =C(e),Ve=0;
(i) C(0)is a solid pointed convex cone;
(iii) int(clC(¢e)) =intC(e),Ve>0.
Remark 1 As C is a proper co-radiant set, it follows that O=intC(g),Ve>0 . And
int(C(0)) = 5L>Jog int(C) = U int(C(g)) is an open cone.

&>0

Consider the following vector optimization problem:
(VP) min f(x)
st. xeS§,
where f : X —-Y,Sc X and S=O. The preference relation < in Y by a proper pointed cone

D cY isdefined by

y,zeY,y<zey-ze-D.
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Definition 1™ Let £>0.We say that a feasible point X € S isan ¢ -efficient solution of (VP)

with respectto C (oran ¢ -efficient solution for short) if
(f(X)-C(e)NT(S) = {f(X)}.
Denote by AE(f,C,¢g) thesetof (C,&)-efficient solutions of (VP) .

As C is a solid set, it follows that int C is a nonempty pointed co-radiant set, and we can also
consider the set of all & -efficient solutions of (VP) with respect to intC (or weakly ¢ -efficient

solutions).

Definition 2™ A feasible point X € S is a weakly ¢ -efficient solution of (VP) with respect to C

(f(X)—intC(e))N f(S)=9.
Denote by WAE( f,C, &) the set of weakly (C, &) -efficient solutions of (VP).
3 Scalarization of Weakly (C, ¢ )-efficient solutions via A_c)(Y)
In this section, we characterize the (C, & )-efficient solutions via the nonlinear scalarization function
A _¢ o) Studied by zaffaroni in [4].
Foraset AeY ,thefunction A,:Y —[J U{zo} is defined by
Ay (y)=da(y)=dna(y),
Where Ag(Y) =+0,d,(Y) = izrelf\ ||Z - Y||

Lemma 2™ Let A beapropersubsetof Y .Then

(i) A,(y)<O forevery yeintA, A,(y)=0 forevery yebdA, and A,(y)>0 for
every yeClA;

(i) If A isclosed, then A= {y| AA(y) < 0} :

(iii) If A isconvex, then A, isconvex;

(iv) If A isacone, then A, is positively homogeneous.

Remark?2 If A isaconvexcone, thenbyLemma 3.1 (iii) and (iv), A, is a sublinear function .
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We consider the following scalar problem:
(Py ) 'Pelsn A co(F()-y),

Where Yy €Y . We denote the set of & -minimal solutions and the set of strictly & -minimal solution of
(P) by AmIn(A ¢, (f(X)—y),&) and SAmMIN(A ¢, (f(X)—Y), &) respectively.

Now, we give a characterize the weakly (C, ¢) -efficient solution by the nonlinear scalarization
function A o (y)-

Theorem1 Let C be aproper convex co-radiant setand ¢ >0, L=d_.(0)- Then

X eWAE(f,C, &) =X e Amin(A ., (f(X) - f (X)), gB).
Proof Assumethat X e WAE(f,C,¢),i.e.

(f(X)—intC())N f(S) =2,

Then
f(x)— f(X) 2—intC(e), VX €S (1)
It is clear that
C(e)=C(e)+(C(0)U{0}).
And from Lemma 1(i), we have
C(&) +(C(0)U{0}) = C(s).
So
C(£) =C(&) +(C(0)u{0}).
Then

intC(g) =int(C(g) +(C(0) L {0})) =int(C(e) +C(0)).
Compare with (L), it follows that
f(x)— f(X) g—int(C(¢) +C(0)), vx € S. )
Since C(0) isaconvex coneand intC(0) = <, from Proposition 2.2 in [13], it follows that

int(C(&) +C(0)) =intC(e) +intC(0).
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So from (2), we can conclude that

f(x)— f(X)+&£qg—intC(0),vxeS,vqgeintC.
On the other hand, Vq € intC, we have

0<Aoff X Hf X(+kad d& f X —(F X +4q)

From the Lemma 1, C(0) isaconvex cone,so A _, isasublinear function. Then

0<A coff &) Fl&tE &N (o) €% )THA)Y &, V) 3
So

A (FO) - F(x)+ qiew:c A ¢ (9) =>0. ()

Next, we calculate qlerilltcC A ¢ () (£9) . From the denition of A, , we have

A ¢)(¢0) =d ¢ (g (60) ~dy\ ¢ (o (¢0)
Because qeintC, £qeintC(g) —intC(0) and since C(0) is pointed, then £qe&—intC(0) it
follows that
A ¢ (60) =d ¢ (g (£0)-

Then

inf A ., (eq)=inf inf [[eq+u]|.

geintC geintC ©eC(0)
Furthermore, we can obtain that
inf_inf ||eq+ u||= inf ||&q||.
) geintC

geintC ueC(0

In fact, since £qeC(g), ueintC(0) and C(g)+C(0) =C(g), then
eqQ+ueC(e)+intC(0) = C(e).
Then we have
ﬂiecn(gugq +,u|| > . iinnﬂtﬁq” vgeintC.
Moreover, for any given &, >0, there exists (, €intC, s.t.

ety < i Jecl +5,

Therefore, there exist § €C,zzeC(0)U{0} st &g, =&+ . Then
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inf lea+# <[eq+ | =edo| < inf_|ea]+&,

/JEC(O)
It follows that

inf inf |leq+ 4= inf |leq||=

geintC £eC(0) geintC

From (3) and (4), we conclude that

geintC

& inf ||q||:g|qr€1(l§ |af| = £d_. (0) = &B.

geintC

A c(FO)=T(X)202A ¢, (F(X) - (X)) -

X € AMIn(f (x) - f (%), £83).

In the following example, we illustrate the above theorem 1.

Example 1Let X =Y =R?, C={(x,%,)[% +X, 21X >0,%, >0},

S ={(%, %)% +% <1LX >0,x,20}. Themap f:X —Y isdefinedas f (x)=X.

Let X =(0,0), we can verify that (f(X)—intC(&))Nf(S)=T, A, (f(X)—f(X))=0 and

A e (FR) = F(R)) =0, ﬁzg

Therefore

Hence
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