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An Approach to Optimizes the Training Samples of BP Neural Network

LIU Cai-hong
College of Mathematics and Computer Science Chongqging Normal University Chongging 400047 China
Abstract The selection of BP neural network training samples has a strong impact on the generalization ability of the net-
work and the selection of training samples from the high-dimensional data is especially difficult. The paper uses the method
of factor analysis to pretreat the data from a large samples and then cluster the result. In this way both of the dimensions of
variables and the number of samples can be reduced. The result of the experiment indicates that the method can improve the
convergence speed and simplify the network structure as well as improve the network generalization.
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