2007 10 Oct. 2007

24 4 Journal of Chongqing Normal University Natural Science Edition Vol.24 No.4

400047

SVM
SVM

DMDI

DMDI
DMDI

SVM
TP311.5 A 1672-6693 2007 04-0045-05

Support Vector Machine SVM
Vapnick 1963
' 1995  Vapnick SVM
Statistical Learning Theory SLT

“ DMDI
1 SVM
SVM K 3
1 3
1 - SMSI
L K SVM
“ o K 2 SVM k
3 K
Y k
2 - SMDI
SVM L
SVM
K
K
3 - DMDI

® 2007-04-01
1980-



http //www. csxbz. com

24

2
L VC
SVM
1
k
E+1 h
n
vVC h=n+1
2
n h
4 1 R f
T = X1 N X Y
e XxY' xv,eX=R'y e¥Y=1 -1
i = ! C>0 k
k
1 1 1 1
min—_— ZylyjalajK X X —Za]
« 21':1 j=1 j=1 l
!
s.t Zy,;a, =0
1=1
Osg,<sCi=1 l
* * « T *
o a Q o
C o b" =y, -
!
zyiai*K X; X |« =
i=1
1
sgn(Zyiai*K x; X +b*) K x x'
i=1
«;
VC 4 h S VC l k
l>hh(ln%l+l)+
DMDI
4 1
IHKBZ P Xy 1 XAl Y~"1 st 5 Xxk
e 01 S f k
I1<S5, <S5, < <8, <! k
o 5] i E+1 k
Rf <R, f +N/lhlnh+1 +1n§ 1 2 C-
-8 R, [ =0 k
8 21 4 kel
Rf $«/7th7+1 +ln§ 3 kE+2 k
1 Rf Xsl Y.sl
3 o 21 1 1 7 a o, #0
T Y X, Y, X Y
Y,
R f +1
k+2 a =0

Sk



st Y.vz a;
X Y 2 DMDI
s1 s1
al/k # 0 XX, YYL
/d /d / /% /%
XSA- Y*A
100 10 4 66.7 40
kE+2
p=3 100 10 5 76.67 50
Erbf p =100 100 10 6 71.5 60
3 Rbf o =25 100 10 9 98.7 90
3.1 Rbf
C o
C o = 100 25 1998 8 26
150 d 15d
30d
SMDI ¢ =40
180 DMDI ¢ =25
3
3 SMDI DMDI
DMDI
SVM /d /d / /% /%
150 15 15 100. 00 96.09
o =25
150 30 27 95. 64 90. 00
SMDI
s /d /d / /% /%
150 15 9 70.00 60. 00
o =40
1 150 30 20 70.00 66. 67
SMDI ¢ =
X, % X 40 DMDI o =25
v 4 DMDI
X7 xg  30d Xg SMDI SM-
%y 30d Xy xpp DI
X3 xy 10d x5 30d DMDI
3.2
3.2.1
1998 8 31 1693
DMDI DMDI

2 Rbf SMDI



4 http //www. csxbz. com 24

50 s
6 SMDI  DMDI
4 SMDI  DMDI /d /d / /% /%
100 10 8 100 80.00
p P , o o 100 20 14 100 70.00
100 2% " 75,00 60.00 SMDI 100 30 21 100 70.00
100 30 17 75.00 56.67 150 15 13 100 86.67
150 15 9 70.00 60.00 150 30 24 100 80.00
SMDI
150 30 20 70.00 66. 67 100 10 8 100 80. 00
200 20 12 75.50 60.00 100 20 16 100 80. 00
200 30 16 75.50 53.33 DMDI 100 30 21 93.63 70.00
150 15 14 97.33 93.33
/d /d / /% /% 150 30 26 96.93 86.67
100 20 19 98.30 95.00
100 30 28 97.97 93.33 4
150 15 15 96.09 100.00
PIPE s 30 27 95. 64 90. 00 7
200 20 17 95.65 85.00 DMDI
200 30 25 95.40 83.33 70%
98% °
3.2.2 DMDI
2004 10 28 ~ 2005 - 70%
9 7 211 80% 90%
Rbf € =100 o =10 90% ~
-1 5 98%
5 SMDI  DMDI
/d /d / /% /%
100 10 6 100% 60.00% 7 BP
SMDI 100 20 11 100% 55.00% /d /%
100 30 16 100% 53.33% ! 17 64.7
2 19 68. 1
100 10 8 92.10% 80.00% 3 21 71.4
DMDI 100 20 15 93.30% 75.00% 4 17 69.3
100 30 21 93.63% 70.00% 5 16 66.7
6 23 69.2
2003 12 19 7 14 62.5
8 21 66.7

~2005 10 12 433

Rbf € =100 ¢ =25
-11 5

DMDI SMDI



Vol. 24 No.4 Journal of Chongqing Normal University Natural Science Edition 5

1 York Springer 1998.
3
2 J. 2005 31 22 18-20.
- 4 . e
M . 2004.
5 . BP
J . 2001 41 1 9-15.
6 . BP J.
2001 41 5 518-522.
1 VAPNIK V N. The Nature of Statistical Learning Theory 7 . D .
M . New York Springer 1995. ) 2005.

2 VAPNIK. Statistical Learning Theory Wiley M . New

Application of Online Selection Support Vector Classification in the
Prediction of Ups and Downs in Stock Market

GUO Hui
College of Mathematics and Computer Science Chongqing Normal University Chongging 400047 China

Abstract Support Vector Machine SVM  which is a new technology used in Data Mining. It is a new tool that accounts for the prob-
lems of the Machine Learning by the method of the optimization. Applying the support vector machine method in the research on the
non-linear time series economic prediction problem is underway. It is more feasible and predominant than the Neural Networks algo-
rithm in the extending ability and the tallying precision. After we studied the characteristics of the stock data and the rules of the stock
market people we put forward to a dynamic model which bases on the traditional support vector machine arithmetic. The model selects
the training data online when we get the new data and then we modify the model each time base on the increased data in the aggregate.
It is a dynamic model so it can catch the real time change of the market. It make the prediction precision be improved comes to truth
with the small workload as the cost. In this paper we use the support vector machine and the Time series dynamic model DMDI to
predict the short-time and the medium-term ups and downs in the single stock and the holistic Shanghai stock market. We perform a
large numbers of numerical experiments and compared with the results being got based on the methods of the BP neural networks and
the static models which is not changed when the new data is got with the time going and the prediction rightness probability is higher

and it is more feasible in the extending ability and the tallying precision through the actual application. In addition It can also avoid

the difficult problem: study of the training data excessively. The results show that the DMDI is more suitable for the forecasting the
index time series of the stock market than the BP neural networks and the static models. The model we have proposed in this paper has
more advantages in the prediction of the trends of the stock market than the conventional methods.
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